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Abstract

We show that, for reversible continuous-time Markov chains, the closeness of the nonzero eigenvalues of the generator to zero provides complete information about the sensitivity of the distribution vector to perturbations of the generator. Our results hold for both the transient and the stationary states.
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1. Introduction

In sensitivity analysis for Markov chains, it is important to study the relationship between the stability under perturbation and other properties of the chain. Eigenvalues of the generator or the transition probability matrix are among the factors which establish such relations. In [3] and [6], it was shown that, for the stationary distribution of a finite discrete-time Markov chain, the stability is controlled by the closeness of the nonunit eigenvalues of the transition probability matrix to unity; see also [2]. In this paper we discuss perturbation bounds which hold for both the transient and the stationary states. We prove that, for reversible chains in continuous time, the sensitivity of a chain under perturbation of the generator is governed primarily by the spectral gap of the generator. We thus demonstrate a fundamental connection between the stability of a reversible chain and its speed of convergence to stationarity, allowing us to simplify the analysis of Markov chain models arising from applications; see [4].

2. Eigenvalue bounds for a condition number

Consider two continuous-time Markov chains, \( X(t) \) and \( \tilde{X}(t) \), \( t \geq 0 \), with finite state space \( \mathcal{S} = \{0, 1, \ldots, N\} \), \( N \geq 1 \), and respective generators \( Q \) and \( \tilde{Q} \) (with \( Q \neq \tilde{Q} \)). Denote by \( p(t) \) and \( \tilde{p}(t) \) the distribution vectors of \( X(t) \) and \( \tilde{X}(t) \):

\[
p(t) = p(0) \exp(tQ), \quad \tilde{p}(t) = \tilde{p}(0) \exp(t\tilde{Q}).
\]

In this paper we study perturbations of the generator, so we set \( \tilde{p}(0) = p(0) \). We also assume that \( X(t) \) has a unique stationary distribution \( \pi = (\pi_i) \).

We regard all vectors as row vectors, and \( \| \cdot \| \) denotes the \( l_1 \)-norm (absolute entry sum) for vectors and the corresponding induced norm (maximum absolute row sum) for matrices.
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Define
\[ \beta(t) = \frac{1}{2} \max_{i,j \in S} \| (e_i - e_j) \exp(tQ) \|, \]
where \( e_i \) is the vector whose \( i \)th entry is 1 and whose other entries are all 0. Set
\[ \tau_1 = \inf \{ t > 0 : \beta(t) \leq e^{-1} \}. \]

**Theorem 1.** The following inequality holds:
\[ \sup_{t \geq 0} \| z(t) \| < \frac{e \tau_1}{e - 1} \| E \|, \]
where \( z(t) = \tilde{p}(t) - p(t) \) and \( E = \tilde{Q} - Q \).

**Proof.** For \( \| z(t) \| \), we have the bound
\[ \| z(t) \| \leq \| E \| \int_0^t \beta(u) \, du, \quad t \geq 0 \]
(see [4, Equation (2.5)]). This implies that
\[ \sup_{t \geq 0} \| z(t) \| \leq \| E \| \int_0^\infty \beta(u) \, du. \]  \hspace{1cm} (1)
Note that the submultiplicativity property holds for \( \beta(t) \): for all \( s,t \geq 0 \),
\[ \beta(s + t) \leq \beta(s) \beta(t), \quad t \geq 0, \] \hspace{1cm} (2)
the inequality being strict if \( 0 \leq \lfloor t/\tau_1 \rfloor < t/\tau_1 \). It follows that
\[ \int_0^\infty \beta(u) \, du < \int_0^\infty \exp\left( - \left\lfloor \frac{u}{\tau_1} \right\rfloor \right) \, du = \tau_1 (1 + e^{-1} + e^{-2} + \cdots) = \frac{e \tau_1}{e - 1}. \]
This, together with (1), proves the theorem.

Theorem 1 shows that the quantity \( e \tau_1 / (e - 1) \) can be viewed as a condition number with respect to perturbations of the generator. Now we shall bound \( \tau_1 \) in terms of the eigenvalues of \( Q \).

Denote the eigenvalues of \( Q \) by \( \lambda_m \), \( m = 0, 1, \ldots, N \); choose \( \lambda_0 = 0 \). Notice that, since \( X(t) \) has a unique stationary distribution, the zero eigenvalue has multiplicity 1. Set \( \lambda = \min_{1 \leq m \leq N} |\text{Re} \lambda_m|; \) this quantity is the spectral gap of \( Q \). The spectral gap is equal to the decay parameter of \( X(t) \), that is,
\[ \lambda = \sup \{ \gamma > 0 : \| p(t) - \pi \| = O(\exp(-\gamma t)) \text{ as } t \to \infty \text{ for all } p(0) \}. \]
This, in combination with (2) and the inequalities
\[ \exp\left( - \left\lfloor \frac{t}{\tau_1} \right\rfloor \right) \leq \exp\left( 1 - \left( \frac{t}{\tau_1} \right) \right) \quad \text{and} \quad \| p(t) - \pi \| \leq 2 \beta(t), \]
yields that
\[ 1 \lambda \leq \tau_1. \] \hspace{1cm} (3)
Suppose now that \( X(t) \) is reversible, that is, it is irreducible and the detailed balance conditions
\[ \pi_i q_{ij} = \pi_j q_{ji} \]
are satisfied for all \( i, j \in \mathcal{S} \). This assumption implies that all the eigenvalues of \( Q \) are real. Define the average hitting time, \( \tau_0 \), by

\[
\tau_0 = \sum_{i \in \mathcal{S}} \sum_{j \in \mathcal{S}} \pi_i \pi_j T_{ij},
\]

where \( E_{ij} T_{ij} \) is the mean first hitting time for the state \( j \) if the chain starts from the state \( i \). The eigentime identity (see [1, Chapter 3]) gives

\[
\sum_{j \in \mathcal{S}} \pi_j E_{ij} T_{ij} = \sum_{m \geq 1} \frac{1}{|\lambda_m|}
\]

for each \( i \in \mathcal{S} \); thus, we obtain that

\[
\tau_0 = \sum_{m \geq 1} \frac{1}{|\lambda_m|}.
\]

It follows from the results of [1, Chapter 4] that

\[
\tau_1 \leq 66 \tau_0.
\]

This, together with (3) and (4), implies that, for a reversible chain,

\[
\frac{1}{\lambda} \leq \tau_1 \leq 66 \sum_{m \geq 1} \frac{1}{|\lambda_m|} \leq \frac{66N}{\lambda}.
\]

We have thus proved the following. If a Markov chain with a unique stationary distribution is well conditioned (i.e. if \( \tau_1 \) is small), then all nonzero eigenvalues of its generator are well separated from 0 (since the spectral gap is large). If the chain is reversible and all nonzero eigenvalues are well separated from 0 (i.e. if the spectral gap is large), then the chain is well conditioned. It should be noted that the latter remark treats \( N \) as fixed, while many interesting chains are members of families which depend on \( N \). To investigate the stability of such chains via (6), it is useful to know how \( \lambda \) depends on \( N \). For increasing \( N \), the inequalities in (6) may produce inaccurate quantitative estimates of stability, but, as we shall see in Section 3, they can give good qualitative results.

### 3. An example

As an example, consider the M/M/\( N \)/0 queue (a Markovian queueing system with \( N \) servers and no waiting rooms for customers). The corresponding stochastic model is a birth–death process, \( X(t) \), over \( \mathcal{S} \) with birth rates \( b_n = \alpha, \ n = 0, \ldots, N - 1 \), and death rates \( d_n = \mu n, \ n = 1, \ldots, N \). Note that a birth–death process is a reversible Markov chain. Define

\[
\kappa_1 = \lambda^{-1}(\log(C) + 1), \quad \text{where } C = \sqrt{\max_{i \in \mathcal{S}} \frac{1}{\pi_i} - 1},
\]

\[
\kappa_2 = \frac{66 e \tau_0}{e - 1},
\]

\[
\kappa_3 = \frac{66 e N}{(e - 1)\lambda}.
\]

It follows from Corollary 2.1, Remarks 2.1 and 2.2 and the inequality (3.8) of [4] that, for reversible \( X(t) \), the following inequality holds:

\[
\sup_{t \geq 0} \|z(t)\| \leq \kappa_1 \|E\|;
\]
if $C > 1$, then the inequality is strict. Thus, $\kappa_1$ is a condition number with respect to perturbations of the generator. The quantities $\kappa_2$ and $\kappa_3$ are also condition numbers; for $\kappa_2$ this follows from Theorem 1 and (5), while for $\kappa_3$ this follows from Theorem 1 and (6). The condition numbers $\kappa_1$, $\kappa_2$ and $\kappa_3$ were calculated for the M/M/$N/0$ queue; the results are given in Table 1. The parameter values are taken from [5].

Table 1 shows that the qualitative behaviour of $\kappa_2$ and $\kappa_3$ is in very good agreement with that of $\kappa_1$, which is much better quantitatively. But $\kappa_2$ and $\kappa_3$ are not supposed to give precise quantitative bounds. Still, it is interesting to note that, if the constant 66 in (5) could be reduced to 1 (this conjecture appears in [1, Chapter 4]), then $\kappa_2/66$ would be a condition number, which is sometimes smaller than $\kappa_1$. For example, for $N = 3$, $\alpha = 1$, $\mu = 2$, we have $\kappa_1 \approx 1.54$ and $\kappa_2/66 \approx 1.30$.
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